
47Серия: Естественные и технические науки № 10-2 октябрь 2025 г.

Информатика, вычислительная техника и управление

АДАПТИВНОЕ МНОГОКАНАЛЬНОЕ ОБНАРУЖЕНИЕ-
РАЗРЕШЕНИЕ СТОХАСТИЧЕСКИХ СИГНАЛОВ В УСЛОВИЯХ 

ПАРАМЕТРИЧЕСКОЙ АПРИОРНОЙ НЕОПРЕДЕЛЕННОСТИ

Филонович Александр Владимирович
д.т.н., профессор,  

Юго-Западный государственный университет (г. Курск)
filon8@yandex.ru

Ворначева Ирина Валерьевна
к.т.н., доцент,  

Юго-Западный государственный университет (г. Курск) 
vornairina2008@yandex.ru

Танцюра Антон Олегович
к.ф.-м.н., доцент,  

Юго-Западный государственный университет (г. Курск)
tanczyra@mail.ru

Ларин Олег Михайлович
к.т.н., доцент,  

Юго-Западный государственный университет (г. Курск) 
larin77@mail.ru

Чаплыгин Владимир Алексеевич 
аспирант,  

Юго-Западный государственный университет (г. Курск) 
vovachaplygin656@yandex.ru

Аннотация. Цель исследования — повышение показателей качества ме-
тодов адаптивного многоканального обнаружения-разрешения-измерения 
параметров стохастических сигналов в условиях параметрической априор-
ной неопределенности. 
Результаты. В работе рассмотрены вопросы синтеза алгоритмов адаптив-
ного многоканального обнаружения-разрешения стохастических сигналов 
различной структуры в  условиях воздействия интенсивных шумовых по-
мех. Составным элементом задачи обнаружения является совместная оцен-
ка интенсивности полезного сигнала и  корреляционной матрицы помех. 
Эта задача эффективно решается для сигналов большой интенсивности, 
при этом не  учитывается нестационарность внутренних шумов приемных 
каналов и некоррелированного фона помеховых сигналов. Рассматривается 
многоканальная приемная система, состоящая из  некоторого числа неза-
висимых пространственно-разнесенных элементов, которые образуют ли-
нейную антенную решетку. Ширину спектра принимаемых сигналов следует 
считать достаточно узкой, так что запаздыванием сигналов на  апертуре 
антенны можно пренебречь. Данное положение позволяет существенно 
улучшить показатели качества обнаружения-разрешения стохастических 
сигналов на  фоне шумовых помех. На  основании анализа конечной дис-
кретной выборки комплексных амплитуд принимаемых колебаний была 
решена задача обнаружения, которая формулируется как задача проверки 
статистических гипотез относительно параметров распределения. Алгоритм 
обнаружения сводится к сравнению с порогом отношения правдоподобия, 
а значение порогового уровня определяется выбранным критерием опти-
мальности и для критерия Неймана-Пирсона остается зависимым от мощ-
ности помеховых колебаний.

THE ADAPTIVE MULTICHANNEL 
DETECTION-RESOLUTION  
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IN CONDITIONS OF PARAMETRIC 
PRIORIUM UNCERTAINTY
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Summary. The purpose of the study is to improve the quality indicators of 
adaptive multichannel detection-resolution-measurement parameters 
of stochastic signals under parametric a priori uncertainty.
Results. In this paper, the problems of synthesis of adaptive 
multichannel detection-resolution algorithms for stochastic signals 
of various structures under the influence of intense noise interference 
are considered. An integral element of the detection task is a joint 
assessment of the intensity of the useful signal and the correlation matrix 
of interference. This problem is effectively solved for high-intensity 
signals, and the nonstationarity of the internal noise of the receiving 
uncorrelated background of the interfering signals is not taken into 
account. A multi-channel receiving system consisting of a number of 
independent spatially separated elements that form a linear antenna 
array is considered. The width of the spectrum of the received signals 
should be considered sufficiently narrow, so that the delay of the signals 
at the antenna aperture can be neglected. This provision can significantly 
improve the performance of detection and resolution of stochastic 
signals in the background of noise interference. Based on the analysis of 
a finite discrete sample of complex amplitudes of received oscillations, 
a detection problem was solved, which is formulated as a problem of 
checking statistical hypotheses regarding distribution parameters. The 
detection algorithm is reduced to a comparison with the likelihood ratio 
threshold, and the threshold level value is determined by the selected 
optimality criterion and for the Neumann-Pearson criterion remains 
dependent on the power of interfering oscillations.
Conclusion. The presented detector possesses higher characteristics of 
detection and resolution of stochastic signals in comparison with the 
already known ones. It can be shown that an important property of the 
obtained statistics is the stabilization of the probability of false detection. 
This is achieved by normalizing the noise power at the output of the 
adaptation device. In addition, the resulting algorithm is invariant to the 
form used for its calculation of the correlation matrix of interference. And 
if we take into account that an uncorrelated background will be added 
to the internal noise power, with a large number of noise jammers, a 
significant improvement in the detection performance has been achieved.
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Введение

Повышение возможностей обнаружения-разреше-
ния стохастических сигналов современными ради-
отехническими системами в условиях воздействия 

интенсивных активных шумовых помех по  прежнему 
остаётся одной из актуальных задач. Целью данной ра-
боты является повышение показателей качества мето-
дов адаптивного многоканального обнаружения-разре-
шения-измерения параметров стохастических сигналов 
в  условиях параметрической априорной неопределен-
ности. 

В условиях априорной неопределённости о сигналь-
ной и  помеховой обстановке (например, задача пелен-
гации постановщиков помех) задача оптимизации не-
возможна ввиду недостаточности исходных данных. 
Необходимо вводить ограничения. Особенности синтеза 
обнаружителей стохастических сигналов на фоне помех 
аналогичной структуры изложены в  работах Манжоса 
В.Н., Семёнова Г.Н., однако при синтезе не  учтена не-
стационарность внутренних шумов приёмных каналов 
и  некоррелированного помехового фона (окрашенных 
шумов) [1]. Впервые термин «окрашенный шум» был ис-
пользован в работе [2], где даже предлагался алгоритм 
пеленгации постановщиков помех по  минимальным 
значениям «окрашенного шума». Однако практического 
решения не  нашлось ввиду невозможности разделить 
«нули» диаграммы направленности антенной решётки 
и окрашенного шума. 

Методология синтеза обнаружителей сигналов раз-
личной структуры в условиях априорной неопределен-
ности при многоканальном приеме приводится в моно-
графиях [3–10, 12, 14, 16, 17]. Ряд специальных вопросов 
многоканального обнаружения сигналов с неизвестны-
ми параметрами на  фоне частично неизвестных помех 
рассмотрен в  работах Кобзева А.В., Алмазова В.Б., Цур-

ского Д.А., Перетягина И.В., Седышева Ю.Н., Гомозова В.И. 
и  других [18-21]. Однако во всех этих работах внутрен-
ние шумы рассматриваются как стационарные и одина-
ковые каналах.

Учёт нестационарности внутренних шумов при-
ёмных каналов и  некоррелированного шумового при 
синтезе является отличительной особенностью работы 
и  приводит к   повышению показателей качества мето-
дов адаптивного многоканального обнаружения-разре-
шения-измерения параметров стохастических сигналов 
в  условиях параметрической априорной неопределен-
ности

Основные результаты

Для преодоления априорной неопределенности 
удобно использовать адаптивный байесов подход [5, 6] 
или критерий обобщенного отношения правдоподобия 
[8]. Задача синтеза адаптивного обнаружителя при этом 
может быть сведена к  вычислению отношения правдо-
подобия или его логарифма и  сравнения последнего 
с пороговым уровнем с подстановкой вместо неизвест-
ных параметров их оценок максимального правдоподо-
бия:

ln ln / ln / ,I Y p Y p Y( ) = ( ) � ( )сп с п п пФ Ф             (1)

где Y — вектор принимаемой реализации;

Ф Фс п п
 � � � � �,  — оценки максимального правдоподобия 

корреляционных матриц аддитивной смеси сигнала 
и помех и только помех соответственно.

Составным элементом задачи обнаружения является 
совместная оценка интенсивности полезного сигнала hc 
и корреляционной матрицы помех � �Ф п. Такая задача ре-

Заключение. Представленный обнаружитель обладает более высокими 
характеристиками обнаружения и  разрешения стохастических сигналов 
по сравнению с уже известными. Можно показать, что важным свойством 
полученной достаточной статистики является стабилизация вероятности 
ложного обнаружения. Это достигается за счет нормировки мощности шу-
мов на  выходе устройства адаптации. Кроме того, полученный алгоритм 
инвариантен к  виду используемой для его вычисления корреляционной 
матрицы помех. А  если учесть, что к  мощности внутренних шумов, при 
большом количестве постановщиков шумовых помех, добавится некорре-
лированный фон, то в результате было достигнуто существенное улучшение 
характеристик обнаружения. 

Ключевые слова: обнаружение-разрешение, интенсивность сигнала, корре-
ляционная матрица сигналов и  помех, алгоритм обнаружения, мощность 
«окрашенных шумов», адаптивный обнаружитель, оценка максимального 
правдоподобия.

Keywords: detection-resolution, signal intensity, correlation matrix of 
signals and interference, detection algorithm, «colored noise» power, 
adaptive detector, maximum likelihood estimate.
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шена, например, в [1], где проведен синтез многоканаль-
ного обнаружителя шумового сигнала с гауссовской ста-
тистикой, инвариантного к  интенсивности полезного 
сигнала и помех, при условии большого отношения сиг-
нал/шум.

Однако последнее условие не  всегда выполняется, 
что приводит к  смещенности оценок hc ,Фп, следова-
тельно, к снижению показателей качества обнаружения. 
Поэтому в дальнейшем будем искать структуру адаптив-
ного многоканального обнаружителя, близкого к  опти-
мальному при менее жестких ограничениях.

Рассмотрим многоканальную приемную систему, 
состоящую из  к независимых пространственно-раз-
несенных элементов, образующих линейную антенную 
решетку. Ширину спектра принимаемых сигналов будем 
считать достаточно узкой, так что запаздыванием сигна-
лов на апертуре антенны можно пренебречь. Будем по-
лагать, что на входе этой системы действует случайный 
процесс, представляющий собой аддитивную смесь по-
лезного сигнала, помех и внутренних шумов:

Y t ax t X x t X v N tc c
i

m

ni n i( ) = ( ) ( ) + ( ) ( ) + ( )
=
еa

1

,   (2)

где а = 0;1 — параметр обнаружения;

x tc ( ), x tni ( ) — комплексные скалярные функции, 
описывающие законы случайного изменения во време-
ни комплексных амплитуд полезного сигнала и i-й поме-
хи, соответственно;

X c a( ), X vn i( )− комплексные вектор-столбцы ампли-
тудно-фазового распределения сигнала и  i-й помехи 
на антенной системе (a, vi  угловое положение источника 
сигнала и i-й помехи, соответственно);

N t t t tT
m( ) = ( ) ( )ј ( )x x x1 2  — вектор внутренних 

шумов каналов приема. 

Запишем модель полезного сигнала в виде:

X t A A t Xc c c, , ,a a( ) = ( ) ( )                       (3)

гдеA tc ( ) — комплексная скалярная функция, описываю-
щая закон случайного изменения во времени комплекс-
ной амплитуды колебаний полезного сигнала;

A t b t ec
j t( ) = ( ) ( )b .

Аналогично можно представить модель помехового 
сигнала X t v An i, ,( ), где vi— угловое положение i-й поме-
хи.

Для рассматриваемого далее случая дискретизации 
по Котельникову модель принимаемых колебаний в  l-й 
момент времени запишем в виде:

Y ax X x X v Nc c
i

m

ni n i1 1
1

1 1= ( ) + ( ) +
=
еa .               (4)

На основании анализа конечной дискретной выбор-
ки Y Y Yn1 2, ,  комплексных амплитуд принимаемых колеба-
ний необходимо решить задачу обнаружения, которая 
формулируется как задача проверки статистических ги-
потез относительно параметров распределения Y .

Гипотеза H1 о наличии сигнала (а=1) заключается 
в том, что условная плотность распределения вероятно-
стей выборки имеет вид:

P Y

Y
I
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с п
с п
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с п
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Ф

П Ф Ф

= ж
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з
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= ( ) ( )йл щы �� �
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е4 1
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2 2
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1det exp *
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н
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ь
э
ю

1
1Y .

    (5)

Конкурирующая гипотеза H0 об  отсутствии сигнала 
заключается в том, что плотность распределения веро-
ятностей выборки имеет вид:

P Y

Y Y
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      (6)

Для нахождения оценок интенсивности сигнала 
и  корреляционной матрицы помех при условии спра-
ведливости гипотезы H1 необходимо найти решение си-
стемы уравнений:

d P Y h
dh

h h

d P Y h
d

c

c
c c

c

ln / ,
, ,

ln / ,

сп п
п

сп п

п

Ф
при и Ф Ф

Ф

Ф

( )
= = =

( )
=

0

0

1
� �

,, при и Ф Фпh hc c= =

м

н
п
п

о
п
п

� �
1

 (7)

Можно показать, что система уравнений (7) является 
недоопределенной и  имеет бесчисленное множество 
решений [12].

Этот факт как раз и свидетельствует о том, что данных 
наблюдения не хватает для однозначного решения зада-
чи и, следовательно, необходимо либо привлечь допол-
нительную априорную информацию, как это рекоменду-
ется, например, в [3], или наложить ограничения на одну 
из неизвестных величин.

В работах [1,10] было получено решение системы (7) 
для случая большой интенсивности сигнала 
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h
qc >> 1

2
                                              (8)

При этом выражения для оценок интенсивности по-
лезного сигнала и корреляционной матрицы помех име-
ют вид:

h
n

Z
q qc

I

n
s= �

=
е1 1

1

1
2

4 2
                                 (9)

Ф1 1
1
2 1

1
2

1
2

= � ( )й

лк
щ

ыъ
� ( )й
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ыъ
Y Y

q
X Y Y
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Xs

c
s

ca a
*

,       (10)

где: 

Z Y Xs c1 1= ( )Фп a ;                                    (11)

q X Xc c
2 = ( ) ( )a aФп                               (12)

Учитывая выражения (11, 12), преобразуем выраже-
ние (9)

h
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Ф

Ф
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1

1
 — оценка нормированного 

весового вектора.

Можно показать, что весовой вектор не  изменяется 
от  типа используемой при его вычислении корреляци-
онной матрицы
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Тогда с учетом (14) получим
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Аналогично, раскрывая скобки в (10), и используя (11, 
12 и 14) получим:

Ф Ф
Ф

 



1 0

0
1= �

( ) ( )
( ) ( )

�

X X

X X

c c

c c

a a

a a

*

*
                     (16)

Оценки (15) и (16) были использованы в [1] для полу-
чения алгоритмов обнаружения шумовых сигналов 
большой интенсивности, т.е. при условии, что справед-
ливо соотношение (8). Принятое ограничение (8) можно 
ослабить, если учесть в  алгоритме обнаружения вну-
тренние шумы приемных каналов, которые изменяются 

в процессе адаптации. Для этого представим корреляци-
онную матрицу помех Фп в виде суммы:

Ф б Фп ш= +2 I ,                                    (17)

где бш — дисперсия внутренних шумов одного из при-
емных каналов (каналы полагаются идентичными, а  их 
внутренние шумы независимыми);

I — единичная матрица;
Ф — корреляционная матрица внешних помеховых 

колебаний в каналах. 

Тогда

1 1
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н п н ш н н н н
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Выражение (18) имеет ясный физический смысл. 
Так первое слагаемое (18) описывает выходную «окра-
шенную» мощность внутренних шумов, а  второе — не-
скомпенсированную мощность помех после адаптивной 
обработки. Предположение является менее строгим 
ограничением, чем (8)

h R Rc >> н нФ                                 (19)

и позволяет исключить из выражения для оценки мощ-
ности сигнала слагаемые, обусловленные внутренними 
шумами.

В этом случае выражения (15) и (16) будут иметь вид:
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Таким образом, алгоритм обнаружения сводится 
к  сравнению с  порогом отношения правдоподобия (1), 
а  значение порогового уровня определяется выбран-
ным критерием оптимальности и для критерия Неймана-
Пирсона остается зависимым от  мощности помеховых 
колебаний. Для принятых предположений относительно 
закона распределения дискретных значений принима-
емых колебаний выражение для логарифма отношения 
правдоподобия можно записать
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Учитывая, что
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преобразуем первое слагаемое выражения (26)
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  (24)

где R X c= ( )�Фс п
1 a .

Известно [11], что R R R R* */Ф Фп
 

0  имеет X2 закон рас-
пределения с  n — степенями свободы, тогда значение 
порога можно определить из условия обеспечения тре-
буемого значения вероятности ложной тревоги

F P I I d I I P I I d I I X n n d
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п о р x
x x

0

2 , ,  (25)

где x = R R R R* */Ф Фп
 

0

Используя известное соотношение [11] для закона 
распределения X2, имеем:
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Далее, производя замену переменных, получаем:
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где t n0 0 2= x / .

С использованием выражения для полной Г(·) и  не-
полной Г(·,·) гамма-функций [11] можно записать:

F n n n= й
лк

щ
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й
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щ
ыъ

G G
2 2 20, /x                          (26)

Из последнего соотношения следует, что величина 
порога x0 = ( )f F n,  является однозначной функцией за-
данной вероятности ложной тревоги и объема выборки, 
а значение порога определяется из уравнения

l

h
h X X

R R F nc

c c c

п о р с п п

п
п

c п

Ф Ф

Ф
Ф

Ф

,

, ln
*

*

( ) =

=
+ ( ) ( ) ( ) �

�1 1 0a a
x

ФФ п

ж

и
з

ц

ш
ч .

(27)

При решении задачи обнаружения в условиях апри-
орной неопределенности с  учетом того, что неизвест-
ные параметры в  выражениях (24),(26) определяются 
по одной и той же входной реализации, решающая функ-
ция примет вид:

R R R R F n� � � � � �* *
, .Ф Ф0 1 0і ( )x

Преобразуя левую и правую части последнего нера-
венства с учетом выражений (20) и (21), получим:
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Структурная схема адаптивного обнаружителя, ре-
ализующего решающую функцию (28), изображена 
на  рис.  1. Двойными стрелками показаны матричные 
и  векторные связи, заштрихованная стрелка означает 
эрмитово сопряжение.

Оценка Ф 0
1�
 может быть получена различными из-

вестными методами: оцениванием прямой матрицы 
по принимаемой выборке с последующим ее обращени-
ем; непосредственным рекуррентным оцениванием об-
ратной корреляционной матрицы; рекуррентным оце-
ниванием корреляционной матрицы, связанной 
с регулярной структурой антенной решетки, и другими. 
От  алгоритмов, реализующих решающую функцию (28), 
можно перейти к алгоритмам, использующим непосред-
ственное оценивание весового вектора.

Заключение

Представленный обнаружитель обладает более вы-
сокими характеристиками обнаружения и  разреше-
ния стохастических сигналов по  сравнению, например, 
с  [1,13]. Можно показать, что важным свойством полу-
ченной статистики (28) является стабилизация вероят-
ности ложного обнаружения. Это достигается за  счет 
нормировки мощности шумов на  выходе устройства 
адаптации. Кроме того, полученный алгоритм в силу вы-
ражения (28) инвариантен к виду используемой для его 
вычисления корреляционной матрицы помех. А  если 
учесть, что к  мощности внутренних шумов, при боль-
шом количестве постановщиков шумовых помех, до-
бавится некоррелированный фон, то следует ожидать 
существенного улучшения характеристик обнаружения. 
Сравнительный анализ известных ранее алгоритмов 
адаптивного обнаружения-измерения с предлагаемыми 
показывает, что последние позволяют в канале обнару-
жения более чем на  два порядка снизить и  стабилизи-
ровать вероятность ложной тревоги на уровне близком 
к заданному, а также уменьшить смещение оценок угло-
вых координат источников помех и  улучшить точность 
оценивания углового параметра в канале измерения бо-
лее чем в 2 раза.
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